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Abstract— Elementary and high-level functions can be com-
puted in hardware using polynomial approximation techniques.
There are many techniques in the literature to calculate the
coefficients of such polynomials. Remez algorithm [1] provides
the optimal polynomial in the Chebyshev sense that is minimizing
the maximum error (minimax approximation).

This paper presents an algorithm for truncating the coefficients
of the minimax polynomials obtained from Remez algorithm
using an algorithmic method. A gain of 3 and 4 bits of accuracy
over the direct rounding is reported.

Muller [2] addressed the same problem but his algorithm is
applicable for the second order polynomials only. This paper
presents an algorithm that is applicable for any order.

I. INTRODUCTION

The computation of elementary functions in hardware is
performed by three steps. The first step is called argument
reduction. Argument reduction maps the given argument into
another argument that has a reduced range. The second step
approximates the function at the reduced argument. The third
step is the reconstruction step where we compute the function
at the original argument from the approximated value of the
function at the reduced argument.

The range reduction and reconstruction steps are related and
they are function-dependent. There is no single reduction and
reconstruction technique that is applicable to all functions. The
modular reduction is a popular technique. It is applicable for
example to the exponential and sinusoidal functions.

The hardware algorithms for approximating functions fall
into four broad categories: the digit recurrence [3]–[5], the
functional recurrence [6]–[8], the polynomial approxima-
tion [2], [7], [9]–[16], and the rational approximation [17].

Each of these categories has some design parameters that
need to be set in order to achieve the desired precision at
the lowest cost. The cost is either a function of the area, the
latency, the power consumed, or any combination of the three.
The type of the cost function determines the category that we
should employ.

In this paper we are concerned with the polynomial ap-
proximation implemented in the parallel architecture. Remez
algorithm [1] provides the best polynomial approximation. To
minimize the hardware, we aim at truncating the coefficients
of the approximating polynomial using an algorithmic method
instead of rounding. We model the problem in the form of a
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mixed integer linear programming problem and solve it using
the branch and bound algorithm.

The rest of the paper is organized as follows. Section II
presents a review of Remez algorithm. Section III presents
our truncation algorithm. Section IV presents the parallel
architecture and the usefulness of our truncation algorithm in
regard to this architecture. Section V presents the results and
comparison. Finally conclusions are given in section VI.

II. REVIEW OF REMEZ ALGORITHM

Remez algorithm is an iterative algorithm. It aims to find
the coefficients of the approximating polynomial such that the
maximum error is minimized.

We denote the function that we need to approximate by
F (X) where the argument X ∈ [a, b]. We denote the approx-
imating polynomial of order n by Pn(X) such that Pn(X) =
c0 + c1X + c2X

2 + . . . + cnXn. We define the error function
by e(x) = F (X)−Pn(X). The algorithm has two main steps:

The first step is to select (n + 2) points in the given
interval. We denote these points by X0, X1, . . . , Xn+1 such
that a ≤ X0 < X1 < . . . < Xn+1 ≤ b. Then we force the
error function to take the same magnitude at these points with
alternating sign.

The second step is to exchange some or all of these (n+2)
points by other points in the interval such that we approach
the required optimal polynomial. There are two exchange
techniques. The first technique exchanges a single point every
iteration while the second technique exchanges all points every
iteration.

These two steps are repeated several times until the dif-
ference between the new and old point(s) becomes less than
a given threshold. A detailed description of these two steps
follows:

First step: we force the error at the (n + 2) points to be
equal in magnitude, denoted by E and to have alternating sign.

e(Xm) = F (Xm) − Pn(Xm) = (−1)mE

F (Xm) − (c0 + c1Xm + . . . + cnXn
m) = (−1)mE

m = 0, 1, . . . , n + 1 (1)

Equation 1 is a system of (n+2) linear equations in the (n+
2) unknowns: {c0, c1, . . . , cn, E}. These (n+2) equations are
independent [1] therefore there is one unique solution which
can be obtained using any algorithm from linear algebra. By
solving this system of equations we determine the coefficients
of the polynomial and the magnitude of the error at the (n+2)
points.
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Fig. 1. Illustration of the second step of Remez algorithm for a third order
polynomial.

Second step: since the error function e(X) has an alternat-
ing sign at the the (n+2) points that we used in the first step
therefore the error function crosses the x-axis (n+1) times. We
calculate the points at which e(X) = 0 using a suitable root-
finding algorithm and denote these points by Z0, Z1, . . . , Zn.

We then divide the given interval [a, b] into the (n + 2)
sub-intervals [a, Z0], [Z0, Z1], [Z1, Z2], . . . , [Zn, b]. In each of
these sub-intervals we calculate the value of X at which e(X)
takes its maximum or minimum value and denote these points
by X∗

0 , X∗
1 , . . .X∗

n+1 respectively.
We can calculate the maximum or the minimum of e(X)

in a given sub-interval by calculating the root of ∂e(X)
∂X in

the given sub-interval if such root exists. If it doesn’t exist
we calculate e(X) at the end-points of the sub-interval and
choose the one that gives a bigger absolute value for e(X).

We define

k = max
m

|e (X∗
m)| m = 0, 1, . . . , n + 1 (2)

The single exchange technique exchanges Xk with X∗
k . The

multiple exchange technique exchanges {Xm} with {X∗
m} for

all m = 0, 1, . . . , n + 1. Figure 1 illustrates the second step
graphically for a third order polynomial approximation in the
interval [0, 1]. To start the algorithm the first set of points are
chosen arbitrarily.

The algorithm is proved to converge to the optimal polyno-
mial at which the error function reaches its absolute maximum
value (n + 2) times with alternating sign [1].

III. THE TRUNCATION ALGORITHM

In real hardware, numbers have a finite precision. The area
of hardware multipliers decreases if we further constrain the
precision of the coefficients in the optimal polynomial. How-
ever, such constraints affect the accuracy of the approximation.
Our goal is to find an algorithm to constrain the coefficients
while having the least effect on the accuracy.

First we run Remez algorithm until we reach the optimal
polynomial then we repeat the last iteration with two modifica-
tions. The first modification is in the first step of the Remez al-
gorithm. We formulate the first step as a Mixed-Integer Linear

Programming (MILP) problem and add precision-constraints
to all the coefficients except c0 and then solve it using the
branch and bound algorithm. The second modification is in
the second step of the Remez algorithm. After we compute
the locations of the local extrema {X∗

n} we determine the
maximum and minimum values for the error function e(X).
We then add the average of these two values to c0 in order to
make the error exactly centered around the origin. The reason
why we don’t constrain the precision of c0 is because it is
not an operand to a multiplier as we see in the following
section. Note that we can determine the maximum error of
the approximation numerically from the second step of Remez
algorithm.

We formulate the first step (Equation 1) of Remez algorithm
as a Linear Programming (LP) problem by subtracting a non-
negative variable sm from the variable E for each equation
and setting the objective function of the LP problem to
minimize the maximum of the {sm} variables. Since the
{sm} variables are non-negative therefore minimizing their
maximum implies that we minimize them all. We transform
the problem into a standard form by introducing a variable
s and letting s = max (sm) therefore s ≥ sm for all m.
Equation 1 is reformulated as minimize s subject to:

F (Xm) − (c0 + c1Xm + . . . + cnXn
m)

= (−1)m(E − sm) (3)

sm ≥ 0 (4)

s ≥ 0 (5)

sm ≤ s (6)

m = 0, 1, · · · , n + 1

The optimal solution of this problem occurs at sm = 0 for
all m and this gives the same solution that we get from solving
equation 1 as a linear system of equations using any method
from linear algebra.

Note that without the {sm} variables the system has a
unique solution and any new constraint will render the prob-
lem infeasible. The above LP formulation enables us to add
precision-constraints on the coefficients and still get a feasible
solution. After adding the precision constraints the LP problem
becomes an MILP problem as minimize s subject to:

F (Xm) − (c0 + c1Xm + . . . + cnXn
m)

= (−1)m(E − sm) (7)

sm ≥ 0 (8)

s ≥ 0 (9)

sm ≤ s (10)

m = 0, 1, · · · , n + 1
c1, c2, . . . , cn have J fractional bits (11)

In this mixed-integer programming problem, we put preci-
sion constraints on all the coefficients except c0. The solution
to this MILP problem gives unequal magnitudes to the error



at the (n + 2) points. However the differences between the
magnitude of the error at the (n + 2) points are minimized.

IV. THE PROPOSED ARCHITECTURE

Polynomial approximation may require a high order for
a given precision. Higher order polynomials implies longer
computation time for the same hardware or larger hardware
for the same computation time. One way to decrease the
order of the approximating polynomial is to divide the given
interval into a number of smaller sub-intervals and compute the
polynomial coefficients for every sub-interval. This solution
comes at a price. We now need a table to store the coefficients
of those polynomials. However this solution has an advantage
in that it gives the designer more freedom to trade-off the size
of the table with the order of the approximating polynomials
and hence the latency of the algorithm or the area of the other
hardware units.

The easiest way for dividing the given interval into smaller
sub-intervals is to divide it into a power of 2 equal sub-
intervals. This method simplifies the hardware implementation.
What remains to fully describe the general architecture is to
describe how we select the coefficients of the polynomial of
the sub-interval in which a given argument lies and how to
evaluate that polynomial from the selected coefficients.

Without loss of generality we assume that the argument
X lies in the interval [0, 1[ and has the binary represen-
tation [0.x1x2 . . . xg . . . xβ ] where xg ∈ {0, 1}. We divide
the argument X into two parts Xhi = 0.x1x2 . . . xα and
Xlo = 0.00 . . .0xα+1 . . . xβ such that X = Xhi + Xlo.

If we divide the interval into equal 2α sub-intervals we
can determine the sub-interval in which a given argument lies
by �X × 2α� and this is equivalent to using the bits of Xhi

without the leading 0 as an index to the coefficients’ table.
Each entry in that table should hold the coefficients of the
approximating polynomial corresponding to its sub-interval.

We modify Remez algorithm such that the approximating
polynomials are functions in Xlo instead of X and the
dependence on Xhi is accounted for in the coefficients. This
modification is justified because Xhi is constant in all the
points of a sub-interval. Thus the approximating polynomial
has the form Pn(X) = c0Xlo + c1X

2
lo + · · · + cnXn

lo.
The approximating polynomial can be evaluated in hardware

using truncated powering units [18] and truncated multipli-
ers [19] and final addition. The use of truncated multipliers
and powering units leads to a significant decrease in the
area and the delay of these units. Figure 2 illustrates the
proposed architecture. It is a generalization of the one given
by Muller [2].

In this architecture, we use specialized powering units to
compute the powers of Xlo. At the same time we read the
coefficients from a table by using the bits of Xhi as the index.
We then multiply the powers of Xlo by the coefficients using
parallel multipliers. Finally we sum the results using a multi-
operand adder.

We note that c0 is not an operand to any multiplier while
each of the remaining coefficients is an operand to a parallel
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Fig. 2. The proposed architecture.

multiplier hence by reducing the precision of the all the
coefficients except c0 we reduce the size of the employed
multipliers. Moreover the powers of Xlo are small numbers
since Xlo < 2−α therefore constraining the precision of
the higher order coefficients has less impact on the final
accuracy than constraining c0. Therefore we don’t constrain
the precision of c0 beyond the working precision.

It is to be noted that some coefficients may have leading
zeros or ones depending on their sign. There is no need to
store those leading zeros or ones since they can be obtained
by sign extension. The architecture can be easily pipelined into
two or three stages by using registers.

In the proposed architecture, there is a trade off between
the size of the coefficients table on the one hand and the size
of the powering units and multipliers and their number and
the size of the multi-operand adder on the other hand. After
the functions are specified careful analysis should be carried
out to determine the optimal table size, polynomial order and
the coefficients width in bits such that the required precision
is achieved at the smallest area.

V. RESULTS AND COMPARISON

In this section we present some results of our algorithm
and compare them with the results of Muller’s algorithm for
second order polynomials and with the direct rounding for the
second and higher order polynomials.

Table I lists the error of the three different truncation
techniques namely Muller’s algorithm, direct rounding and our
truncation algorithm for different functions, polynomials order
and coefficients’ precision in bits.

We can deduce from this table that the results of our
algorithm is close to that of Muller’s algorithm. Our algo-
rithm is slightly better for some cases and slightly worse
in others. Muller’s algorithm is applicable only for second
order polynomials hence we compare our algorithm with the



direct rounding for the case of higher order polynomials. It
is clear from table I that our algorithm outperforms the direct
rounding. The gain in precision of the final result reaches more
than 4 bits in some cases.

It is useful here to quickly compare the second order and
third order polynomials for single precision approximation
(the two entries before the last for each function in table I).
Second order polynomials use three coefficients while the
third order requires four coefficients. Hence, the table size
of the third order is one third (16×4

64×3 ) that of the second order.
This reduction comes at the cost of adding a cubing unit, a
multiplier, and an additional addend in the final adder.

If we need to implement more than one function with
the powering units and multipliers being shared then the
third order polynomials approximation may be more attractive
from the area perspective. On the other hand if we need to
implement one function then the second order polynomials
approximation may be better from the area perspective.

Once the functions that need to be approximated are speci-
fied, a designer should carry a thorough comparison between
the various orders of polynomial approximations.

VI. CONCLUSIONS

Our algorithm outperforms direct rounding in all cases. It
is applicable not just to the second order but also to higher
order polynomials. Using our algorithm, designers have more
options to trade-off area versus speed.
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